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Abstract

Although many social networks on the Web allow access via dedicated APIs, the extraction of instance data for further use by applications is often a tedious task. As a result, instance data transformation to Linked Data in the form of OWL, as well as the integration with other data sources, are aggravated. To alleviate these problems, this paper proposes a model-driven approach to overcome data model heterogeneity by automatically transforming schemas and instance data from JSON to OWL/XML utilizing the semantic features of OWL and Jena inference rules. We present a prototypical implementation on the basis of the Eclipse Modeling Framework. This implementation is applied and evaluated on data from Facebook, Google+, and LinkedIn. Finally, we provide prospects for semantic integration and managing evolution, as well as a discussion of how to generalize our approach to other domains and transformations between arbitrary technical spaces.
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1 Introduction

In recent years, online social networks have gained great popularity amongst internet users. These networks serve different purposes and communities, for instance, socializing on Facebook or Google+, or establishing professional networks in LinkedIn\(^3\) (Kim et al. 2010). Since users are members of several social networks, integrated profiles from multiple networks are desired to achieve a comprehensive view on users, which would, for instance, increase the quality of personalized recommendations (Abel et al. 2011), or support users’ search activities (Bozzon et al. 2012).

In our research project TheHiddenU\(^2\) we try to build such comprehensive user profiles in OWL, enriching them with machine learning and information extraction methods, for use in recommender applications. On our platform, non-experts shall express transformations of social network data to their preferred target format. Furthermore, prime goals are to make the system transparent and trustworthy, by (i) providing provenance information whenever demanded, and (ii) by respecting and supporting users’ privacy needs at all times.

For building comprehensive user profiles, in principle, existing user models may be reused as target schemas for the user profiles to be integrated, such as GRAPPLE (Aroyo & Houben 2010) or others (Viviani et al. 2010). However, in contrast to social networks, these approaches often base on common ontologies expressed in OWL (FOAF, etc.\(^3\)). Social networks would benefit from using such ontologies, Semantic Web technologies, and Linked Data, for instance, to solve portability issues and to enable data reuse (Razmerita et al. 2009). Thus, to ultimately extract Linked Data and breach the walled gardens of social networks, the resulting difference in technical spaces demands, as depicted in Fig. 1, that we first tackle technical, syntactic (cf. \(\text{(1)}\)), and data model heterogeneity (cf. \(\text{(2)}\)), before structural and semantic heterogeneity (cf. \(\text{(3)}\)) can be resolved, to finally build integrated user profiles that are (i) complete, concise, and consistent (Bleibhler & Naumann 2009), (ii) within aligned ontologies (Parundekar et al. 2010), and (iii) in the form of Linked Data (Heath & Bizer 2011). Dividing these required transformation steps helps to cope with evolution, and facilitates reuse across data sources, because changes are kept local (e.g., \(\text{JSON}\) replaces \(\text{XML}\)), while semantic mappings remain unchanged.

For handling all these kinds of heterogeneities, existing tools in the research area of the Semantic Web, such as Virtuoso\(^4\), Tripl\(^5\), and Aperture\(^6\), can be extended with components for user profile extraction. Typically, these components must be configured (i) on the schema level with respect to the target schema, which often is an existing ontology (e.g., FOAF) complemented with a manually created one, and (ii) on the instance level with respect to transformation spec-
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\(^1\)www.facebook.com, plus.google.com, www.linkedin.com
\(^2\)www.social-nexus.net
\(^3\)FOAF: foaf-project.org, Sioc: sioc-project.org,
Relationship Ontology: vocab.org/relationship
\(^4\)virtuoso.openlinksw.com
\(^5\)triplr.org
\(^6\)aperture.sourceforge.net
Abbreviations between the source schema of the extracted data and the desired target schema, in order to transform instances. Often, such components mix the resolution of data model, structural, and semantic heterogeneities in a single transformation step, thereby aggravating maintenance and modifications. Furthermore, in the face of new social networks arising frequently and evolution of existing ones (i.e., changes of schemas and APIs), manual creation of schemas and transformation specifications for all possible data sources is not an adequate option, not least since schemas may be extensive in size.

Existing automated transformation approaches, for instance, by (Atzeni et al. 2005) or our previous work (Kapsammer et al. 2012), focus on resolving data model heterogeneity on the schema level. They extract schemas in the source technical space and transform them into schemas of the desired target technical space. Thus, in this paper, we complement the above approaches with a model-driven one, automating the configuration of instance data transformation processes, with a focus on resolving data model heterogeneity and a clear separation from other tasks during integration and from the resolving of other kinds of heterogeneities. We assume that technical heterogeneities are already resolved, for instance, by building appropriate adaptors employing social network APIs (e.g., using HTTP, OAuth, etc.). For resolving structural and semantic heterogeneities later on, established integration techniques may be utilized, which are supported by general purpose modeling tools, such as Enterprise Architect7, and by a multitude of dedicated integration tools, such as COMA++ (Massmann et al. 2011) for similarity matching, or MapForce8 for mapping.

This model-driven approach is applied to instance data transformation between JSON data from social networks as source, and OWL as proposed by the Linked Data Initiative (Heath & Bizer 2011), as target schema. JSON was used due to its popularity in social networks (also, existing approaches did not consider it much yet). OWL was chosen over RDF to be extensible for integration mappings to consolidate profiles. Exploiting the semantic features of OWL, generic instance transformation specifications may be applied, which are independent of concrete social network schemas and OWL ontologies.

Figure 1: Overview of heterogeneities during user profile integration

Structure of the paper. In the next section, we discuss related research, before in Section 3 and Section 4 we present our approach and an implementation thereof using the Eclipse Modeling Framework. In Section 5 we discuss results and lessons learned from the application on actual user profiles from Facebook, Google+, and LinkedIn. Finally, in Section 6 we give an outlook on integration of user profile data, present prospects for handling evolution of sources and the propagation of changes, and discuss the generalization of the approach for arbitrary source and target technical spaces beside JSON and OWL.

2 Related Work

In this section, we discuss closely related work with respect to instance transformation between JSON and OWL for overcoming data model heterogeneity, ontology engineering, as well as related approaches from the data and model engineering domains.

Concerning the specific transformation of JSON data into RDF graphs or OWL ontologies, most closely related work can be found in terms of so-called RDFizers. Such RDFizers are available for a plethora of different sources, ranging from specific websites over social networks to relational databases and plain files. RDFizers are implemented, for instance, as part of Virtuoso (an enterprise data integration server), Aperture for extracting and querying several information systems in the Semantic Desktop project (Dengel 2007), in d2r and r2rml for publishing relational databases to the Semantic Web (Bizer & Cyganiak 2006, Das et al. 2012), for transforming various microformats into RDF using, for instance, Triplr or Any239, as well as for extracting information from the Old REST API of Facebook (Rowe & Ciravegna 2008) and from Twitter (Mendes et al. 2010). All these frameworks either must be configured manually with respect to data extraction, transformation to RDF, and integration into common ontologies, or simply utilize hard-coded rules for this purpose (specified manually). Also, these approaches often mix the resolving of data model, structural, and semantic heterogeneities, incurring the disadvantages already discussed above. For example, in Virtuoso, so-called cartridges are responsible for extracting data from various sources, and for transforming them into RDF graphs. These graphs utilize the vocabularies pro-

7 www.enterprisearchitect.at
8 www.altova.com/mapforce
9 developers.any23.org
vided by various target ontologies, for instance, FOAF and a complementing Facebook ontology provided by OpenLink, which captures the concepts of Facebook not present in FOAF. For this, Virtuoso requires the target ontologies and XSLT definitions of transformations to these target ontologies, which are often specified manually. Semion (Nuzzolese et al. 2010) goes beyond such triplifiers by focusing on a customizable triplication process. Keeping in mind that data source schemas may frequently change, creating configuration rules for targeted ontologies manually is a laborious and error-prone task. Our approach, in contrast, separates overcoming different kinds of heterogeneities into sequential transformation and integration steps, also aiming at automating these steps.

Addressing the challenges of ontology engineering, the application of model driven architectures for development of Semantic Web ontologies has been proposed by (Gašević et al. 2009). An in-depth discussion of meta-models in combination with ontologies for software engineering was done by (Henderson-Sellers 2011), including extensive related work. The method by (Cranefield & Pan 2007) employs Jena rules to create RDF from MOF-based models, whereas (Glimm et al. 2007) use XSLT and UML. The approach of (Glimm et al. 2010) uses OWL2 for meta-modeling, specifying class constraints and relationships as OWL axioms, and synchronizing them with individuals’ role assertions. Our approach combines and generalizes these ontology engineering concepts into a model-driven approach that may be configured to arbitrary source and target technical spaces.

Concerning the individual steps in the transformation process in particular with respect to schema and instance transformation, in the data engineering domain a considerable amount of research has been conducted. Existing generic approaches map different schemas of the same technical space and exchange data between these schemas (e.g., (Doan & Halevy 2005, Fagin et al. 2009, Legler & Naumann 2007) for surveys on such approaches). More specific approaches (i) map between relational and XML schemas and instances, cf. (Yahia et al. 2004), (ii) map structured sources into RDF, such as (Knoblock et al. 2012, Speiser & Harth 2010), (iii) transform XML to JSON or XML to OWL/RDF (Bohring & Auer 2005, Cardoso & Bussler 2011, Kobyissy et al. 2007, Bischof et al. 2011), and (iv) align the individuals of different ontologies, such as (Noy 2004). To date, however, most approaches rely on manually created and specifically tailored transformation specifications and as a consequence, are vulnerable to evolution of source and target schemas. The requirements mentioned above (schema and metamodel evolution, platform-independent transformations, etc.) that drove our choice of a model-driven architecture paves minor importance in these references. Applicable also in presence of schema evolution, especially interesting are the approach of (Bohring & Auer 2005) and CLIO (Fagin et al. 2009, Haas et al. 2005). These approaches generate transformation code in the form of XSLT, XQuery, and SQL queries (depending on the source and target technical space) in order to overcome technical and syntactic, data model, structural, and semantic heterogeneity in a single step. The ideas of such transformation code generation are the basis for the instance transformation step in our model-driven transformation approach for social network data integration, which, as already noted above, separates overcoming different kinds of heterogeneities into sequential steps.

Concerning schema and instance transformation in the model engineering domain, the general idea of bridging several modeling layers within one approach has been presented, for instance, in the well-known work by (Atzeni et al. 2005). For bridging the meta-model layer, a so-called supermodel has been proposed allowing to transform schemas between different technical spaces, such as OO, OR, ER, UML, and XSD. For actually transforming the corresponding instances thereof, so-called down functions have been realized (Atzeni et al. 2006), allowing to transform meta-model transformations automatically. In contrast, we exploit the inference capabilities of OWL, and thus, need not create instance transformations from schema transformations.

3 Architectural Overview

An initial overview of required steps for resolving all kinds of heterogeneities was shown in Fig. 1 above. In order to provide transformations independently of input (e.g., JSON) and output formats (e.g., OWL/XML), we propose a model-driven approach to bridging data model heterogeneity. In the following, the approach is detailed by means of a source JSON document, as extracted from a social network, and a target OWL/XML document, including the corresponding transformation of schemas. The proposed model-driven transformation process for resolving this data model heterogeneity is depicted in Fig. 2, and discussed in the following.

Meta-modeling layers and transformations. Our approach anchors the transformations of schemas and instances along the four meta-modeling layers of MOF (Object Management Group 2011). The bottom layer (m0) describes actual instances (e.g., user profile instance data from Facebook in JSON or in an OWL ontology A-Box). These instances conform to models at the model layer (m1, e.g., the Facebook Graph API’s schema and JSON in general, or its representation as Facebook T-Box). In turn, these models conform to so-called meta-models (m2, e.g., JSON Schema as a language for defining the schemas of JSON documents or OWL as language for defining ontologies in the Semantic Web technology stack). Finally, meta-models are described in terms of a meta-meta-model (m3), such as Ecore19.

In this four-layer representation, transformations for bridging technical spaces on a particular layer are always specified on the superior layer: thus, transformations on the m1 layer (e.g., from Facebook schema to a Facebook T-Box) are specified on the m2 layer, and transformations on the m0 layer (e.g., from Facebook instances to individuals in a Facebook A-Box) are specified on the m1 layer, as depicted in Fig. 2.

Schema and instance transformation. For automatically transforming schemas, a transformation \( \text{trans}: L_{m2} \rightarrow L_{m3} \) has to be specified, for instance, from JSON Schema to OWL T-Box axioms, which allows to transform the corresponding schemas. For instance, a Facebook schema may be transformed to an according T-Box by executing the transformation specification, i.e., \( L_{m1} = \text{trans}(L_{m3}) \).

For actual instance data, existing approaches require specific instance transformation specifications \( \text{trans}: L_{m1} \rightarrow L_{m1}' \) between pairs of source \( L_{m1} \) and target \( L_{m1}' \) models. Thus, to automatically transform Facebook instance data into Facebook A-Box axioms, a transformation specification between the Facebook Schema and the Facebook T-Box would be required, and for transforming data from LinkedIn

---

19Ecore is the realization of Mof in the Eclipse Modeling Framework (EMF) www.eclipse.org/modeling/emf
4 JSON to OWL Transformation

In principle, our approach as depicted in Fig. 2 comprises two steps on the four-layer meta-modeling stack, transforming (i) JSON Schema to OWL T-Box axioms, and (ii) JSON instances to OWL A-Box axioms. Both these steps can be realized using model transformation techniques. The execution of a schema transformation specification, first, processes a source model (e.g., a Facebook schema deserialized from its textual representation) to create a corresponding target model (e.g., a Facebook T-Box, serializable into a textual representation). Second, when executed, a generic instance transformation specification (i.e., independent of Facebook Schema and T-Box) processes source instances (e.g., Facebook instances deserialized from JSON responses of Facebook) to create the target instances (e.g., a Facebook A-Box), which are serializable into a textual representation, such as OWL/XML. Finally, the result of the schema transformation execution is merged with the instance transformation execution result into a coherent Facebook ontology. The specifics of JSON and OWL, which are exploited in these generic transformations, are detailed below. The actual transformation specifications are given in Sect. 4.2.

4.1 JSON to OWL by Example

Let us consider user information from a social network (e.g., Facebook) extracted in JSON, as depicted in Fig. 3. This snippet, which is rather simple for the sake of understandability, shows a JSON object with a single property name whose value is ‘Jane Doe’. The JSON object conforms to a simplified Facebook schema, defining that every User is of type object and comprises a property name.

Transformation of JSON Schema to OWL T-Box. In order to provide the Facebook schema in a T-Box (e.g., to support querying and reasoning), in a first transformation step, the schema is transformed into corresponding OWL T-Box axioms. These axioms define that User is equivalent with the class of things that have a name property of type String (in OWL, this may be specified by the domain and range of a data property).

Transformation of JSON to OWL A-Box.

In a second transformation step, the Facebook instance is transformed into corresponding OWL A-Box axioms, which again are specified in DL notation. As basic schema information, the format of the name property’s value in our sample JSON snippet allows us to derive the property’s type: JSON distinguishes between string, number, boolean, object, and array. Further schema information, such as the concrete type of object (e.g., a person vs. an address), is not available in the instances. Anyhow, this is where OWL, implementing the family SROIQ of description logic (Grau et al. 2008), is a perfect fit on the target side: description logic reasoners are specifically designed to classify objects according to their role assertions, and hence, are able to infer the schema information that is not explicitly present in JSON instances (e.g., given a sample T-Box axiom specified in description logic notation User =∃name.String, a description logic reasoner infers that anything with
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at least one name is a user). Solutions to cope with potential ambiguities will be discussed in Section 4.4 below. As a result, the instance transformation specifications do not necessarily need information from a concrete model (e.g., a Facebook schema) for transformation. Thus, all JSON objects can be transformed into generic concept assertions of the kind Thing(a) (instead of specific ones, such as User(a)). In a similar manner, every value of a primitive property (e.g., 'Jane Doe') can be transformed into a concept assertion of the kind Literal. Finally, the connections between objects and the values of their primitive and complex properties (e.g., the fact that our sample user has the name 'Jane Doe') have to be transformed into role assertions (e.g., name(a, 'Jane Doe')). In case that a primitive or complex property allows an array of values, every array element must be represented with a corresponding role assertion.

Merging of OWL T-Box and A-Box. When being merged with the T-Box axioms, a description logic reasoner, such as HermiT, infers concept assertions, as explained above. As a result, we can specify all instance transformations iso : Lmi → Lmiφ between JSON as source model and OWL A-Box axioms as target model in a generic manner. The specifications for both, generic schema and instance transformation, are detailed below.

4.2 Transformation Specifications

For specifying the actual schema and instance transformations, one may resort to existing (model) transformation languages, such as ATL (Jouault et al. 2008), QVT (Object Management Group 2009), or XSLT. Since existing tools for publishing social network data in RDF format use various transformation languages, we utilize our Mapping Operator language (MOps) (Wimmer et al. 2010b), which is designed as a suitable basis for creating transformation specifications in different kinds of transformation languages. Also, in our prototype, we use an executable implementation of MOps to perform the actual transformation. The basic building blocks of the MOps language for specifying transformations are so-called kernel MOps, which are composed to reusable higher-level transformations, denoted as composite MOps. Kernel MOps, their interplay, as well as the composition to composite MOps are explained below, as part of their application to schema and instance transformation specification. For a detailed description of kernel and composite MOps we refer to (Wimmer et al. 2010a,b).

Schema transformation specification. The specification of schema transformations from JSON Schema to OWL T-Box using MOps is depicted in Fig. 4. Each MOp has input ports for accepting input on the left side and output ports for producing target objects on the right side. Ports are typed to classes (C) or attributes (A).

The JSON Schema meta-model is a subset of the JSON Schema Internet Draft12, which was selected for ease of presentation in a straightforward manner. For the OWL T-Box meta-model, we based on OMG’s Ontology Definition Metamodel13. Note, that for presentation purposes, the OWL T-Box meta-model was simplified, i.e., axioms for domain and range of properties are modeled as relationships (instead of subclasses of Axiom).

In principle, every source element (Schema and Property) results in a target Declaration, as indicated by two Copier MOps in Fig. 4. The kind of declared entity depends on the type of the transformed source Schema: (i) complex schemas (type has value “object” or “array”) can best be represented as instances of Class in owl, while (ii) primitive schemas naturally become instances of Datatype. Since the topmost complex schema must be additionally transformed into an instance of Ontology (every OWL ontology is represented with one such instance), a composite MOp in terms of a horizontal partitioner is used. Such an HPartitioner comprises several CondCopiers, which restrict the output of a Copier to a subset satisfying a certain condition—in our case an ontology is only output for the topmost schema, and classes are only output for those schemas with type “array” or “object”. For transforming primitive schemas (i.e., simple types), we create an instance of Datatype for each distinct value of the type property in the source model (i.e., one datatype for “string”, one for “boolean”, and another one for “number”). Hence, the composite MOp ObjGenerator is used, which is depicted in white-box view, exposing the comprised kernel MOps. It includes (i) an A2C kernel MOp (transforms the value of an attribute of the source meta-model into a class instance of the target meta-model) for creating the instance of Datatype, and (ii) an A2A kernel MOp (copies an attribute value into another attribute value) for setting the IRI (Internationalized Resource Identifier) of the newly created datatype. Since there are dependencies between these kernel MOps (i.e., the IRI can only be set after the datatype has been created), the A2A MOp is additionally linked to the A2C MOp through a trace port (T), which provides context information about

12 tools.ietf.org/html/draft-zyp-json-schema-03
13 www.omg.org/spec/ODM/1.0

Figure 3: Sample JSON to OWL transformation
the produced output objects. Finally, instances of Property must either be transformed to instances of ObjectProperty (in case they reference a complex schema) or to DataProperty (in all other cases). Analogously to transforming instances of Schema, an HPartitioner can be used for that.

**Instance transformation specification.** Fig. 5 summarizes the instance transformations between JSON and OWL. The meta-models were built on basis of the same specifications as those for schema transformation.

As already discussed in the transformation example above, JSON objects are transformed in a straightforward manner to OWL individuals of unspecified type (i.e., Things). Hence, one Copier creates an Individual for each Object, while another one creates a ClassAssertion referring to the entity Thing. Node identifiers (iri) are generated, if present, from nested key properties (“id,” “key”), or, otherwise, from the filename (for root objects) or employing a simple heuristic, which uses the hash value of all nested members. Thereby, same objects can be matched (i.e., get equal identifiers), as long as they do not contain another layer of nested objects. In that case, distinct irtis are generated.

Analogously to the schema transformation specification, on the instance level we distinguish between members of complex and of primitive type. Consequently, we utilize an HPartitioner to create an ObjectPropertyAssertion for members with complex values and a DataPropertyAssertion for members with primitive values. These assertions must reference the corresponding entities that were created during schema transformation (e.g., a “firstName” member must be transformed into an assertion of the corresponding “firstName” data property\(^\text{14}\)). Another Copier, again depicted in white-box view, creates new Entity instances from Member instances (the name of the member serves as the entity’s iri). During merging of T-Box and A-Box, iri equivalence ensures that the A-Box entities can be connected to their counterparts in the T-Box. Finally, every primitive value (Boolean, Number, and String) must be copied to an instance of Literal, but only if it was not created before (hence, the HMerger contains in fact three CondCopiers).

### 4.3 Implementation in EMF

As implementation platform, we chose the *Eclipse Modeling Framework (EMF)*, including Xtext and Xtend for text (de-)serialization and transformation, due to its maturity and large community support. For implementing MOps and transformations in Xtend, meta-models in Ecore are required. The meta-models for JSON, JSON Schema, and OWL were generated from Xtext grammars according to the specifications introduced above. These Ecore meta-models are automatically translated by EMF into Java classes, which can then be used in Xtend. To switch to a different source technical space — in the past Facebook and the Twitter streaming API switched from XML to JSON — our implementation would only require Xtext grammars to generate the new meta-models for de-serialization to Ecore.

In order to utilize existing ontology tools and description logic reasoners, the Ecore representations of T-Box and A-Box resulting from applying the Xtend implementation of our MOps, then, must be serialized (e.g., as RDF/XML or OWL/XML) and merged. Again, Xtend is used for this purpose. For increased compatibility we implemented serializers for both, OWL/XML, e.g., for loading in Prot\(\text{\textregistered}\)\(^\text{15}\), and RDF/XML, as required for Apache Jena\(^\text{16}\).

### 4.4 Type Inference & Reasoning

Loading the generated files in Prot\(\text{\textregistered}\) enables the application of the included HermiT reasoner for type inference. Generic instance transformation specifications not taking into account schema information, however, may result in ambiguities during classification by a description logic reasoner. First, classes having the same mandatory, but different optional properties, cannot be matched unambiguously, in case that an object thereof is described in terms of the mandatory properties, only. Second, equally named and typed properties with different constraints in two different classes cannot be distinguished (e.g., a

---
\(^\text{14}\)Keeping in mind our focus on resolving data model heterogeneity, both the source and target technical space have the same structure, and, thus, we can safely assume name equivalence between JSON members and OWL properties.

\(^\text{15}\)protege.stanford.edu, used version: 4.2 beta (build 276)

\(^\text{16}\)jena.apache.org, used version: 2.7.0
5 Results & Evaluation

In this section, we evaluate our prototypical implementation by means of transforming data from Facebook, Google+, and LinkedIn to corresponding OWL ontologies. Thereby, we will discuss several aspects: completeness, consistency, conciseness, as well as performance and scalability.

Evaluation Setup. In order to obtain comparable results, equal test user profiles were created in each of the selected social networks and extracted via their API. These profiles contain basic user information, jobs, education, as well as a connected friend for direct communication and interaction within a group. Note, that these data sets, since they were created manually, do not reflect the complete information available in real social network profiles. Nonetheless, as they were created in a consistent manner, they are suited for a first evaluation. (cf. (Kapsammer et al. 2012) for details on user profiles and generated schemas). The input data sets from Facebook, Google+, and LinkedIn as JSON files, as well as a simple introductory example, are available online. Furthermore, the files include generated JSON Schema files, as explained by (Kapsammer et al. 2012). T-Box and A-Box in Ecore format, the merged serialization thereof (in RDF/XML & OWL/XML), as well as for the three social networks) Jena rules and reasoning results.

Completeness. The completeness of the extracted data from social network APIs was already discussed previously (Kapsammer et al. 2012). The requirement of all information from the JSON input to be present in the output is fulfilled by the proposed transformation approach: all JSON objects, arrays, and simple types are transformed to OWL (i.e., all input is present in output). This was evaluated by manually comparing the input to the generated instances, object properties, and datatype properties, on multiple samples from all four data sets.

Consistency. To evaluate the consistency of the transformations, we compared the outputs of multiple runs on the same input data. First, the more or less random serialization order of assertions is not a problem, since Protégé shows classes and individuals in alphabetical order anyway. Second, as discussed
earlier, for individuals without a unique ID from the JSON input, an identifier has to be generated. These generated IRIs may differ between runs, but are always consistent within a generated ontology. In this context, Table 1 also counts mismatches of generated IRIs for objects with equal content (i.e., the heuristic fails, if JSON objects contain nested objects, as discussed in Sect. 4.2).

Conciseness. Comparing the file size for JSON input and OWL output, Table 1 shows that plain RDF/XML files are larger than the JSON counterparts. Zip-compression, however, works much more efficiently for the RDF/XML format.

Regarding the conciseness of transformed output itself, we compare the generated serialization to the minimal representation of the same facts. Such a minimal OWL A-Box would contain one assertion for each individual, datatype property, and object property. In this sense, the generated RDF/XML is not minimal, as we assert all individuals as Things, and the reasoner adds inferred assertions with more specific types. For properties, however, the transformation is minimal. Concerning the JSON tree structure, in which data is provided by social network APIs, the length of paths is crucial for navigation. Our implementation converts these trees, being in fact a special case of graphs, to tree-like ontology graphs, which then allow the introduction of shortcuts (e.g., for Facebook connections, as discussed in Sect. 4.4). On one hand, these shortcuts represent additional assertions, but, on the other hand, materializing these shortcuts enable faster queries that are also easier to express.

Performance & Scalability. To evaluate the time complexity of our approach, we measured the execution times\(^\text{18}\) for the different data sets in our prototype, as shown in Table 1. From these measurements we can observe that the size of the JSON Schema correlates with its transformation time to Ecore. The same applies for the transformation of JSON instances to Ecore. Concerning the Jena inference step, clearly the reasoning takes most of the time in the overall process, with the benefit of being able to infer information that is not present in the source data explicitly. Note, that the times in the above table include file I/O. In a separate run without those JSON files from the Facebook input, which contain almost no members (i.e., empty objects and arrays), the transformation of instances to Ecore was sped up by 37%, with remaining 92% of individuals within one third of files. Thus, to make the transformation more efficient, all steps may be integrated into a single application with reduced file system access for input and intermediate files. Concerning scalability, the average transformation times for larger inputs grow, from a certain point, linearly (transformation & serialization), and exponentially for the reasoning step. However, using specific rules that do not require imperative computations (cf. Sect. 4.4), the magnitude would probably be reduced. On average, for 62,000 individuals plus properties, the transformation to Ecore took 37 seconds, the Jena inferring took 184 seconds.

Finally, memory complexity was measured in terms of RAM consumption. Whereas for transformation of these 62,000 individuals plus properties the Java process consumed 1025 MB, growing linearly, for the reasoning it peaked at 335 MB, almost constantly (i.e., almost no growth).

6 Conclusion and Future Work

We presented an approach for model driven transformation of schemas and instances between different technical spaces. Our method requires the transformation specification to be done only once, for instance, from JSON Schema to OWL T-Box axioms. This specification can then be executed for different data sources, such as different social networks providing JSON data via their APIs. Neglecting semantics, JSON’s tree-like structure can be transformed to OWL in a straightforward manner (e.g., JSON slots of simple datatype as datatype properties, complex types and arrays as object properties). To go beyond syntactic equivalence, and to consider semantics of APIs, some configuration was required, which obviously depends on the data source. For instance, semantic equivalence from JSON slots is not generally possible, but in Facebook ID slots can be used to define semantic equivalence.

In the evaluation section we applied our approach to comparable user profiles from Facebook, Google+, and LinkedIn. Not surprisingly, time and memory complexity were relatively high (especially for reasoning and for larger user profiles), but clearly there is potential for optimizations, and an evaluation on extensive data sets would be interesting for future work.

---

<table>
<thead>
<tr>
<th>Input Simple Ex. Facebook Google+ LinkedIn</th>
<th>Output Simple Ex. Facebook Google+ LinkedIn</th>
<th>Transformation &amp; Reasoning Time Simple Ex. Facebook Google+ LinkedIn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of input instance files (JSON)</td>
<td>1</td>
<td>192</td>
</tr>
<tr>
<td>Size of input files (JSON Schema + JSON) plain/compressed</td>
<td>1/1 kB</td>
<td>399/128 kB</td>
</tr>
<tr>
<td>Number of individuals (in A-Box)</td>
<td>4</td>
<td>1549</td>
</tr>
<tr>
<td>Size of output files (T-Box, A-Box &amp; inferred triples in RDF/XML)</td>
<td>13/2 kB</td>
<td>626/63 kB</td>
</tr>
<tr>
<td>Number of individuals without unique ID from JSON input</td>
<td>2</td>
<td>1078</td>
</tr>
<tr>
<td>Mismatches of generated IRI for objects with equal content</td>
<td>0</td>
<td>53</td>
</tr>
<tr>
<td>Sum of transformation &amp; reasoning time</td>
<td>196 ms</td>
<td>8621 ms</td>
</tr>
<tr>
<td>JSON Schema to OWL T-Box Ecore</td>
<td>45 ms</td>
<td>107 ms</td>
</tr>
<tr>
<td>JSON to OWL A-Box Ecore</td>
<td>62 ms</td>
<td>2541 ms</td>
</tr>
<tr>
<td>OWL Ecore to RDF/XML &amp; OWL/XML</td>
<td>90 ms</td>
<td>2322 ms</td>
</tr>
<tr>
<td>Jena Rule Reasoning on RDF/XML</td>
<td>-</td>
<td>3651 ms</td>
</tr>
</tbody>
</table>

\(^\text{18}\)average of at least 5 runs, on a notebook PC (Intel i7-Q740, 8 GB RAM, running Windows 7 64-bit)
Our focus was on the pre-requisite steps for data integration and consolidation from different social networks: the goal was to overcome data model heterogeneity, in order to facilitate structural and semantic integration later on. In contrast to related transformation approaches, using model driven architectures allows to build graphical editors and to cope with evolution, for instance when APIs change. Also, they enable source/target formats exchange without influencing transformation rules, and platform-independent MOps allow replacing the transformation platform.

**Generalization to arbitrary source and target models.** For generalizing the presented approach to technical spaces other than JSON as source and OWL as target, several modifications need to be taken into account. Without the reasoning capabilities of OWL and Jena rules, instances need to be loaded according to their concrete source schema (instead of some generic meta-model), therefore, preventing generic instance transformations that are independent of source models. As a consequence, firstly, dedicated (de-)serializers for every single source and target schema are required, and, secondly, the generic instance transformation specification (specified on the model layer) must be replaced with be reflected once for each social network schema. In order to automate this whole process, the deserializers for source schemas should be generated automatically. Furthermore, the instance transformation specifications on the model layer are foreseen to be created automatically as artifacts as well—just like the target model classes are generated—during the execution of the transformation from source to target models (specified on the meta-model layer). This means, a sole transformation specification on the meta-model layer may result in potentially many transformation specifications on the model layer. However, as a result of the limitations of current model engineering software frameworks (specifically, the fact that Eclipse modeling spans three of the four meta-modeling layers, only), the models created during schema transformation must be lifted to the meta-model layer first. This means, that instances in the schema transformation specifications must become models in the instance transformation specification.

**Semantic integration of schemas.** Having resolved data model heterogeneity between different social networks by transformation to OWL, instance based schema matching tools, such as COMA++ (Massmann et al., 2011), may be used to support humans in defining semantic correspondences. Such tool support is especially helpful for large or unknown schemas. However, unlike transformations for resolving technical heterogeneity, which were shown in this paper to be specifiable in a generic manner, transformations resolving semantic heterogeneity still need manual intervention. Therefore, we can resort to Semantic Web technologies to integrate the transformed user models in OWL/XMLSchema, for instance, by defining equivalences between the OWL classes User from Facebook and Person from FOAF. Again, employing reasoners allows to retrieve instances materialized as Facebook A-Box from queries using the FOAF vocabulary.

**Source Schema Evolution.** Once such mappings are specified, an especially interesting question therefore is, how to automate or support evolution of these transformations. A first idea in this direction is the design of a meta-model of possible schema changes in EMF, including generic operations to propagate changes to dependent artifacts, such as queries and integration rules.
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